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1 Introduction

In many cases, fluids in physical space can be modelled with anharmonic chains.
The standard procedure for analysing such chains is to lift the Euler equations to
the compressible Navier-Stokes equations which include friction by second order
derivative terms. This provides the desired broadening behaviour of the chain
on the linearised level. As a basic principle of statistical mechanics, dissipation
(which in this case is obtained by the friction) is connected with fluctuations.
Hence, at the linearized level of precision, the dynamical evolution equations are
given by the linearized Navier-Stokes equations with added random currents,
which are modelled as space-time white noise in order to capture the behaviour
of the fluctuations. This theory is known as linear fluctuating hydrodynamics.
In order to upgrade to non-linear fluctuating hydrodynamics, one must expand
the Euler equations up to second order, with the hope that this will capture
the super-diffusive broadening behaviour. This method assumes the existence
of locally conserved fields.

The main goal of this paper is to outline a strategy to study the equilibrium
time correlations of the conserved fields of an anharmonic chain through non-
linear fluctuating hydrodynamics. In order to achieve this, we walk through the
process using the BS model which is introduced in section 3 as the case study. In
short, the strategy is to first identify the n conserved fields. The dynamics then
have an n-parameter family of translation invariant steady states. The next step
is to to compute the steady state average currents (which are functions of the
steady state average of the conserved fields) in the form of Euler equations and
expand these equations up to second order. Adding dissipation plus noise, along
with a linear transformation allows us to end up with a two component stochastic
Burgers equation, for which we can use section 2 to find the universality classes
of the correlation functions.

2 Background Material

2.1 The Stochastic Burgers Equation

The stochastic burgers equation is given by:

∂tu1 + ∂x(cu1 +G1
11u

2
1 −D∂xu1 +

√
2Dξ1) = 0 (1)

Where D > 0 is the viscosity, c ∈ R is the velocity of propagation, G1
11 ∈ R is

the strength of the non linearity, and ξ1 is a space time white noise with unit
strength and correlation:

E[ξ(x, t)ξ(y, s)] = δ(x− y)δ(t− s) (2)

The choice of subscripts and superscripts here is so that there’s a natural gen-
eralization to a 2 dimensional case given below. It has been shown, for instance
in [5] that spacial white noise with unit variance and mean zero is an invariant
measure for (1). This paper will study the stationary process governed by the 2
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dimensional version of (1). That is, we are interested in 〈u1(x, t)u1(0, 0)〉 where
in the 2 dimensional case, the subscript for u term could be either 1 or 2. Here
〈·〉 refers to the expectation with respect to the stationary process. For the 1
dimensional case, an exact solution has been found in [6] which behaves as

〈u1(x, t)u1(0, 0)〉 ' (λBt)
−2/3fKPZ((λBt)

−2/3(x− ct)) (3)

for large x, t where λB = 2
√

2|G1
11|. This validates previous non rigorous com-

putations in [7]. The universal scaling function fKPZ tabulated in [8] is shown
to have the following properties: fKPZ ≥ 0, fKPZ(x) = fKPZ(−x),∫

R
fKPZ(x)dx = 1,

∫
R
x2fKPZ(x)dx = 0.510523... (4)

In the 1 dimensional case, we could consider a frame of reference moving with
velocity c. Then we can get rid of the cu1 term in (1) since with relabelling of
variables, it becomes equivalent to:

∂tu+ ∂x(λu2 − ν∂xu−
√
D′∂xξ) = 0 (5)

(5) is formally equivalent to the KPZ equation

∂th = −λ(∂xh)2 + ν∂xh+
√
D′ξ (6)

since one equation can be solved from the other by u = ∂xh. For instance,
supposing h satisfies (6), and plugging u = ∂xh into (5), we get:

∂t∂xh+ ∂x(λ(∂xu)2 − ν∂x∂xh−
√
D′ξ) (7)

= ∂x∂th+ ∂x(λ(∂xu)2 − ν∂2
xh−

√
D′ξ)

= ∂x(−λ(∂xh)2 + ν∂xh+
√
D′ξ) + ∂x(λ(∂xu)2 − ν∂2

xh−
√
D′ξ)

= 0

Of course we are assuming the nice condition that h is differentiable with respect
to the spatial variable.

In the case of −→u = (u1, u2), the two dimensional stochastic Burgers equation
becomes:

∂tuα + ∂x(cαuα +−→u ·Gα−→u − ∂x(D−→u )α + (
√

2Dξ)α) = 0, α = 1, 2 (8)

where cα is the propagation velocity of the α-th component, the symmetric
matrices Gα ∈ R2×2 determine the strength of nonlinearity, the symmetric

positive matrix D ∈ R2×2 represents the diffusion matrix, and the noise
−→
ξ is

a vector of two independent mean zero Gaussian white noises with covariance
E[ξα(x, t)ξα′(y, s)] = δαα′δ(x− y)δ(t− s). In the case of G1

22 = G2
12 and G2

11 =
G1

12, the invariant measure is known to be a spacial white noise with independent
components.
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In (1), we mentioned that we can change the coordinate system to eliminate
the term with propagation velocity so that it is in a form like (5). In the
case of (8) however, one could in general only eliminate one of the cαuα terms
with a change of coordinate system, and so the relative velocity persists. The
covariance matrix becomes 〈uα(x, t)uα′(0, 0)〉. In the linear case G1 = G2 = 0,
if c1 6= c2, then for large x, t, the covariance consists of two decoupled Gaussian
peaks centred at cαt with width

√
Dααt. The cross terms of D do not matter

in this case since the two peaks move with distinct velocities. In the non-
linear case, this property also holds to a certain extent. The linear drift term
is dominant and so the two equations in (8) decouple for large x, t. It will be
made more precise in section 4 that:

〈uα(x, t)uα′(0, 0)〉 ' δαα′fα(x, t) (9)

where fα(x, 0) = δ(x) and fα satisfies the memory equation:

∂tfα(x, t) =(−cα∂x +Dαα∂
2
x)fα(x, t)

+

∫ t

0

ds

∫
R
dy∂2

yMαα(y, s)fα(x− y, t− s) (10)

where Dαα are the diagonal terms of the diffusion matrix and Mαα is the mem-
ory kernel:

Mαα(x, t) =2

2∑
α′,α′′=1

(Gαα′α′′)
2fα′(x, t)fα′′(x, t) (11)

'2

2∑
α′=1

(Gαα′α′)
2fα′(x, t)

2 (12)

2.2 Classification of the Two-Component Stochastic Burg-
ers Equation

Except for a few cases, the exact asymptotic behaviour of fα is not known.
Hence educated scaling ansatz are made for fα. The type scaling predicted is
organized in tables 1,2,3 and depends on whether Gαα′α′′ vanishes or not. In the
tables below, KPZ indicates the KPZ scaling described in (3). The “α-Levy”
scaling is determined by the maximally asymmetric α-stable law with exponent
α which is described more in section 4.2. The “gold-Levy” case is just the “α-
Levy” scaling, where α = (1 +

√
5)/2 ' 1.618 is the golden mean. Finally, the

“diff” scaling stands for diffusive, is a Gaussian peak with width proportional
to
√
t.

Table 1: G1
11 6= 0, G2

22 6= 0 f1 f2

G1
22 = 0 or G1

22 6= 0, G2
11 = 0 or G2

11 6= 0 KPZ KPZ

In the case above, the KPZ scaling function is not an exact solution, but it’s
very close to the exact solution. This is discussed in detail in [9].
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Table 2: G1
11 6= 0, G2

22 = 0 f1 f2

G1
22 = 0 or G1

22 6= 0, G2
11 6= 0 KPZ 5

3 -Levy
G1

22 6= 0, G2
11 = 0 modified KPZ diff

G1
22 = 0 , G2

11 = 0 KPZ diff

Expanding the term withGα in (8), it becomes: Gα11u
2
1+Gα12u1u2+Gα21u1u2+

Gα22u
2
2. In the case above where G2

11 6= 0, the KPZ peak for f1 feeds into f2 to
generate a peak with 5

3 -Levy asymptotic, but since G2
22 = 0, and G2

11 6= 0, the
effect of f2 on f1 is negligible so it stays KPZ. In the case where G2

11 = 0 and
G1

22 = 0, f2 is diffusive since it’s close to the case where G2 = 0. In the case of
G2

11 = 0 and G1
22 6= 0, peak 2 has increased feedback onto peak 1 which also has

dynamical exponent z = 3/2, so it’s predicted to have a modified KPZ scaling.

Table 3: G1
11 = 0, G2

22 = 0 f1 f2

G1
22 6= 0 , G2

11 6= 0 gold-Levy gold-Levy
G1

22 6= 0, G2
11 = 0 3

2 -Levy diff
G1

22 = 0 , G2
11 6= 0 diff 3

2 -Levy
G1

22 = 0 , G2
11 = 0 diff diff

The gold-Levy case above is used for an example computation in section 4.1.
The diffusion peaks are as expected because they follow the same pattern from
table 2, that is, if Gααα = 0 and Gαββ = 0 where α 6= β, then we can expect
a diffusive peak for fα. The last case is when Gαββ 6= 0 where we get that the

diffusive peak feeds into the α peak causing it to be 3
2 -Levy.

In order to relate these equations to a physical model, the model must have
exactly 2 conserved quantities or conservation laws and the dynamics should be
sufficiently chaotic in order to have good space-time mixing properties. If there
were more conserved quantities, the following approach will likely miss some of
the dynamics. Once a model is approximated well with an equation of the form
(8), one could discern the universality class under consideration. This would be
hard to guess just by inspection. Below we walk through this process with one
such model.

3 One Dimensional Fluctuating Hydrodynamics

3.1 BS model with Two Conserved Fields

The Bernadin-Stoltz model (called “BS model” for short) was motivated by an-
harmonic chains and first introduced in [2]. Let V be a potential in R. Consider
the real valued field (ηi)i∈Z where each ηi is real valued. The dynamics of this
field consist of a deterministic and stochastic part. For some finite integer N ,
we define η = (η0, ..., ηN−1) to be the displacement field, and impose periodic
boundary conditions ηi = ηi+N . It is equivalent and sometimes more helpful to
think of the dynamics of η over the discrete torus TN = R/NZ of length N .

5



The deterministic part is given by:

d

dt
ηi = V ′(ηi+1)− V ′(ηi−1) (13)

It is at this point that we add the condition that V (ηi) + ηi is at least bounded
from below or from above ∀i. We will use this condition in equations (16)-
(18) below. The stochastic part consists of neighbouring displacements being
exchanged at independent random times distributed according to an exponen-
tial law with parameter γ. Taking into account the boundary conditions, the
dynamics of the deterministic part and stochastic part, it is clear that:

N−1∑
i=0

d

dt
ηi =

N−1∑
i=0

[V ′(ηi+1)− V ′(ηi−1)] = 0 (14)

and
N−1∑
i=0

d

dt
V (ηi) =

N−1∑
i=0

[V ′(ηi)V
′(ηi+1)− V ′(ηi)V ′(ηi−1)] = 0 (15)

Hence the displacement field η and the (potential) energy field V (η) is con-

served. In other words, the volume which we denote by
∑N−1
i=0 ηi and energy

which we denote by
∑N−1
i=0 V (ηi) is constant. Consequently, the two-parameter

family of measures defined by:

µλ,β(dη0, ..., dηN−1) = Z−1
λ,β

N−1∏
i=0

e−β(V (ηi)+ληi)dηi (16)

= Z−1
λ,β exp

[
−β(

N−1∑
i=0

V (ηi) + λ

N−1∑
i=0

ηi)

]
dηi (17)

is invariant, where the parameters β > 0 and τ ∈ R are called chemical poten-
tials. Along with the condition on V above, the admissible values of λ might be
restricted so that the normalization constant

Zλ,β =

N−1∏
i=0

∫ ∞
−∞

e−β(V (x)+λx)dx (18)

will converge. The generator for the deterministic part is given by

AN =

N−1∑
i=0

[V ′(ηi+1)− V ′(ηi−1)]∂ηi (19)

Thus the following microscopic volume and energy conservation laws hold
for the deterministic part (written in terms of currents):

d

dt

(
ηi

V (ηi)

)
= AN

(
ηi

V (ηi)

)
= −∇J i−1,i = J i,i+1 − J i−1,i (20)
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where ∇ is the discrete gradient (for a function f : Z→ R, ∇f(x) = f(x+ 1)−
f(x)) and

J i,i+1 :=

(
J i,i+1
v

J i,i+1
e

)
= −

(
V ′(ηi) + V ′(ηi+1)
V ′(ηi)V

′(ηi+1)

)
(21)

For now we take a small detour to talk about the case of three conserved
fields, as well as to outline rigorously what we mean by the macroscopic limit.
In short, one just has to know that the macroscopic limit is the limit N → ∞
with space being normalized by N−1 and macroscopic time scaling tN . The
macroscopic setting is denoted by using the continuous spacial variable x instead
of the discrete one j. In order continue reading without this detour, you may
skip to section 3.4.

3.2 The case of Three Conserved Fields

The purpose of this section is to introduce a model with 3 conserved fields.
Clearly the theory in section 2 is not enough to tackle this problem, however the
other sections can be adapted. That is, the strategy of non-linear fluctuating
hydrodynamics is the same, but discerning the universality class at the end
depends on the classification of a 3 component stochastic Burgers equation.
Such study can be found in [2] and [3]. Consider N particles with positions qj
and momenta pj where j = 0, ..., N − 1. The particles are coupled through a
potential, which we apply similar restraints to (as in the previous section), and
give the Hamiltonian:

H =

N−1∑
j=0

(1

2
p2
j + V (qj+1 − qj)

)
(22)

With similar boundary condition: q1+N = q1. Implying equations of motion:

d2

dt2
qj = V ′(qj+1 − qj)− V ′(qj − qj−1) (23)

Letting rj = qj+1 − qj be the positional difference, we obtain the equations of
motion:

ṙj = q̇j+1 − q̇j = ∂pj+1
H − ∂pjH = pj+1 − pj , p1 = p1+N (24)

ṗj = V ′(rj)− V ′(rj−1) r−1 = rN−1 (25)

Through (24) there is coupling with the right neighbour, and (25) there is cou-
pling with the left neighbour. Letting ej = 1

2p
2
j + V (rj) be the energy, we see

that:

d

dt

N−1∑
j=1

rj = 0,
d

dt

N−1∑
j=1

pj = 0 (26)

7



d

dt

N−1∑
j=1

ej =
d

dt

N−1∑
j=1

pj+1V
′(rj)− pjV ′(rj−1) = 0 (27)

Hence, the elongation, momentum, and energy fields are conserved respec-
tively. We can also add the same random nearest neighbour exchange in the
BS model and still have these fields be conserved due to translation invariance.
In fact, because this randomness that conserves these fields is added, these are
the “only” conserved quantities for the dynamics in the infinite long chain limit
N → ∞. When studying the time dependent statistical correlations between
the modes, one has to study the interactions between the conserved modes.
If one were to neglect a conserved field, they would likely miss some of these
dynamical processes.

The theory in section 3 and 4 can be adapted to this model, or many other
anharmonic chain models. We will use the BS model as the main one, and walk
through the analysis for that specific model. However it is important to note
that these techniques can be used in much the same way for different models.
In order to proceed for this model, we would start with the same analysis in
section 3.1. The difference being that the currents (20) have 3 components, and
the general family of invariant measures (16) depends on 3 parameters instead
of 2. That is, (20)− (21) is replaced by:

d

dt

ri(t)pi(t)
ei(t)

 = J i+1,t − J i−1,t (28)

Where the 3 component current becomes

J i,t := −

 pi(t)
V ′(ri−1(t))
piV

′(ri−1(t))

 (29)

As we move forward with the analysis of the BS model, it is helpful to keep
in mind how one would use the same techniques with this model. The begin-
ning of section 4 is general enough to apply to all models once the appropriate
preparation has been made (as the reader will see in section 3.4).

3.3 Macroscopic Limit

The goal of this section is to make rigorously precise the definition of the macro-
scopic limit. In short, we study the macroscopic limit N →∞ with space being
normalized by N−1 and macroscopic time scaling tN . In order to be precise,
we must introduce many definitions. This treatment is identical to, and first
presented in [2]. First we define the mean volume and mean energy with respect
to the stationary measure:

v(λ, β) = Eµλ,β [ηi] = −∂λ
(

logZλ,β) (30)
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e(λ, β) = Eµλ,β [V (ηi)] = −∂β
(

logZλ,β) (31)

where Zλ,β is the partition function defined in (18). Note that e > 0 since the
potential is non-negative. These relations can be inverted to express λ and β
in terms of e and v. First define the thermodynamic entropy S : (0,∞)× R→
[−∞,∞) by:

S(e, v) = inf
λ∈R,β>0

{
λv + βe+ logZλ,β

}
(32)

Let U be the convex subset of (0,∞) × R where S(e, v) > −∞. Let
◦
U be the

interior of U . Then for any (e, v) ∈
◦
U , we can isolate for the chemical potentials

by:

λ(e, v) = (∂vS)(e, v), β(e, v) = (∂eS)(e, v) (33)

Next define the tension by

τ(λ, β) := −Eµλ,β [V ′(ηi)] = λ/β (34)

and hence

Eµλ,β [V ′(ηi)V
′(ηi+1)] = τ2 (35)

Hence we can write the tension τ(e, v) to mean τ(λ(e, v), β(e, v)).
Now we can start describing the macroscopic limit. We write Zλ,β = Z(λ, β).

We assume that the system is initially distributed according to a local Gibbs

equilibrium state X0 : T→
◦
U , X0 =

(
v0
e0

)
.

That is, the initial state of the system of size N is described by:

µNv0,e0(dη) =
∏
i∈TN

e−β0(i/N)V (ηi)+λ0(i/N)ηi)

Z(λ0(i/N), β0(i/N))
dηi (36)

Where λ0(e0(x), v0(x)) = λ(x), β(e0(x), v0(x)) = β0(x). The system at time t is
denoted by

X(t, ·) =

(
v(t, ·)
e(t, ·)

)
(37)

Taking expectations of both sides of (20) − (21) and using (34) − (35), we
see that the system satisfies the expected partial differential equations:

∂t

(
v(t, x)
e(t, x)

)
+ ∂x

(
2τ(v(t, x), e(t, x))
−[τ(v(t, x), e(t, x))]2

)
= 0 (38)

In a sense we are zooming out so that the discrete system becomes continuous
(hence x replacing N). For completeness, we give 1 more definition necessary
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for the theorem even though the idea of the macroscopic limit has been set. For
continuous functions G,H : T→ R, their empirical average with respect to the
volume-energy measure is defined by:(

EN (t, G)
VN (t,H)

)
=

(
1
N

∑
x∈TN G(x/N)V (ηx(t))

1
N

∑
x∈TN V (x/N)ηx(t)

)
(39)

Finally, we can state the macroscopic limit theorem:

Theorem 3.1 (Macroscopic Limit theorem [2]). Fix some γ > 0 and consider
the dynamics on the torus TN given by our model. Assume that the system
is initially distributed according to a local Gibbs state (36) with smooth energy
profile e0 and volume profile v0. Consider a poisitive time t such that the solution

(e, v) to (38) belongs to
◦
U and is smooth on the time interval [0, t]. Then for any

continuous test functions G,H : T→ R, the following convergence in probability
holds as n→∞:(

EN (tN,G),VN (tN,H)

)
→
(∫

T
G(q)e(t, q)dq,

∫
T
H(q)v(t, q)dq

)
(40)

3.4 Comparing to Stochastic Burgers and computing non-
linear couplings

The main point of this section is analysing the macroscopic dynamics (38) by
writing it in the form of the two-component stochastic Burgers equation (5).
First, we make a slight change of convention: define the stationary measure ντ,β
to by

ντ,β(dη0, ..., dηN−1) = Z−1
τ,β

N−1∏
i=0

e−β(V (ηi)+τηi)dηi (41)

it is identical to µλ,β but with chemical potentials re-factored so that we con-
veniently have:

−Eντ,β [V ′(ηi)] = (τβ)/β = τ (42)

and

Eντ,β [V ′(ηi)V
′(ηi+1)] = τ2 (43)

Hence τ can be considered as a function of the average volume and energy

Eντ,β [ηi] = vτ,β (44)

and

Eντ,β [V (ηi)] = eτ,β (45)
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Now letting 〈·〉τ,β = 〈·〉 be the average in the stationary process with starting
measure ντ,β , we wish to study the covariance matrix of the conserved fields in
the limit of taking an infinitely long chain.

Sα,α′(j, t) = 〈gα(ηj,t)gα′(η0,0)〉τ,β − 〈gα(ηj,t)〉τ,β〈gα′(η0,0)〉τ,β (46)

where g1(η) = η, g2(η) = V (η).
We begin by linearising the Euler equations (38) around a uniform back-

ground profile (v0, e0) by writing v(x, t) = v0 + ṽ(x, t), e(x, t) = e0 + ẽ(x, t).
The correlator S should be governed by the following Euler equations up to a
linear order:

∂t

(
v(t, x)
e(t, x)

)
+ ∂x

(
2τ(v(t, x), e(t, x))
−[τ(v(t, x), e(t, x))]2

)
(47)

≈ ∂t
(
ṽ(t, x)
ẽ(t, x)

)
+

(
2∂τ(v0,e0)

∂v
∂ṽ
∂x

+ 2∂τ(v0,e0)
∂e

∂ẽ
∂x

−2τ(v0, e0)∂τ(v0,e0)
∂v

∂ṽ
∂x
− 2τ(v0, e0)∂τ(v0,e0)

∂e
∂ẽ
∂x

)
(48)

= ∂t

(
ṽ(t, x)
ẽ(t, x)

)
+ 2

(
∂vτ(v0, e0) ∂eτ(v0, e0)

−τ(v0, e0)∂vτ(v0, e0) −τ(v0, e0)∂eτ(v0, e0)

)
∂x

(
ṽ(t, x)
ẽ(t, x)

)
(49)

:= ∂t

(
ṽ(t, x)
ẽ(t, x)

)
+A(v0, e0)∂x

(
ṽ(t, x)
ẽ(t, x)

)
(50)

Letting A := A(v0, e0), The above line becomes:

∂t

(
ṽ(t, x)
ẽ(t, x)

)
+ ∂x

[
A

(
ṽ(t, x)
ẽ(t, x)

)]
(51)

Below, we will see that it is important to make the transformation RAR−1 = K

where K =

(
c 0
0 0

)
is the diagonal matrix of eigenvalues of A and R is obtained

from the eigenvectors of A. This is because we wish to make (51) look like the
two component stochastic Burgers equation (5). We can also transform the
correlator directly by:

S#
α,α′(j, t) := (RSRT )α,α′(j, t) (52)

Thus at the current rough linear approximation, the correlator S# =

(
f1 0
0 f2

)
is diagonal and satisfies

∂tS
#
α,α(j, t) +∇(DS#

α,α(j, t)) = ∂tS
#
α,α(j, t) + cα(S#

α,α(j + 1, t)− S#
α,α(j, t))) = 0

(53)

where ∇ is the discrete gradient introduced in (20) and c1 = c, c2 = 0.
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Expanding the currents (47) to second order, and letting −→u = (ṽ, ẽ) and
Hγ
α,β = ∂uα∂uβ jγ be the Hessian of the currents in (47) evaluated at the equi-

librium parameters v0, e0, That is jv = 2τ , je = −τ2. the dynamics become:

0 = ∂t

(
ṽ(t, x)
ẽ(t, x)

)
+ ∂x

[
A

(
ṽ(t, x)
ẽ(t, x)

)
+

1

2

2∑
α,β=1

Hα,βuαuβ

]
(54)

= ∂t
−→u + ∂x

[
A−→u +

1

2
〈−→u ,H−→u 〉

]
(55)

Adding dissipation plus noise, we obtain the two component Langevin equation

∂tuα + ∂x
[
(A−→u )α +

1

2
〈−→u ,Hα−→u 〉 − ∂x(D̃−→u )α + (B̃

−→
ξ )α

]
= 0 (56)

Where α = 1, 2. This is identical to the two component stochastic Burgers
equation except for the fact that the linear drift term is not diagonal.

Therefore the next step is to make a linear transformation so that the velocity
components in the above equation decouple and each one evolves with a definite
velocity. This transformation is calculated from the left and right eigenvectors of
A, act on the component space and will be denoted byR, so thatK := RAR−1 =
diag(c, 0) where c = 2(∂v − τ∂e)τ < 0. We also require RS(0, 0)RT = 1 which
amounts to requiring R−→g (j) to be uncorrelated in index. Transforming (56) by
−→
φ = R−→u we get:

∂tR
−1φα + ∂x

[
(AR−1φ)α +

1

2
〈R−1−→φ ,HαR−1−→φ 〉 − ∂x(D̃R−1φ)α + (B̃

−→
ξ )α

]
= 0

(57)

Multiplying both sides by R from the left we obtain:

∂tφα + ∂x
[
cαφα + 〈

−→
φ ,Gα

−→
φ 〉 − ∂x(D

−→
φ )α + (B

−→
ξ )α

]
= 0 (58)

Where RD̃R−1 = D, RB̃ = B, RAR−1 = diag(c1, c2), with noise strength
BBT = 2D, and

Gα =
1

2

2∑
α′=1

Rα,α′(R
−1)THα′R−1 (59)

If we define φ̃ as the stationary process with mean 0 that satisfied (58), we can
define the φ̃− φ̃ correlator by

S#φ
α,α′ = 〈φ̃α(x, t)φ̃α′(0, 0)〉 (60)

One of the central conjectures of this study is that:

S#
α,α′(j, t) ' S

#φ
α,α′(x, t) (61)

12



If the reader is interested in the computation R and G, it can be found in
the appendix of [1] . Hα′ written explicitly is given by:

Hv =

(
∂2
vjh ∂v∂ejh

∂v∂ejh −∂2
e jh

)
= 2

(
∂2
vτ ∂v∂eτ

∂v∂eτ −∂2
eτ

)
(62)

and

He =

(
∂2
vje ∂v∂eje

∂v∂eje −∂2
e je

)
= −τHh − 2

(
(∂vτ)2 ∂vτ∂eτ
∂vτ∂eτ −(∂eτ)2

)
:= −τHh − 2Ĥe

(63)

Directly computing Gα from (59), it is found that the only non-zero entry of the
heat mode coupling matrix G2 is G2

11. According to the classifications, there are
two cases for the sound peak. The case of G1

11 6= 0 gives us KPZ for the sound
mode and 5

3 -Levy for the heat mode. The case G1
11 = 0 implies diffusive for the

sound mode and 3
2 -Levy for the heat mode, however this case is highly unlikely,

and equivalent to the condition that (∂h − τ∂e)τ = 0. Hence the second case is
not considered standard. In section 5, numerical simulations for both cases are
tested.

3.5 Scaling of the Sound and Heat Peaks

Here we state the scaling results relevant to the above calculations for the stan-
dard case. According to the classification in section 2.2, the sound peak (f1)
and heat peak (f2) scale asymptotically like:

f1(x, t) ' (λ1t)
−2/3fKPZ((λ1t)

−2/3(x− ct)), λ1 = 2
√

2|G1
11| (64)

f2(x, t) ' (λ2t)
−3/5fLevy,5/3,1((λ1t)

−3/5(x− ct)), λ2 = ahc
−1/3(G2

11)2λ
−2/3
1

(65)

where

ah =
√

3Γ(
1

3
)

∫
R

(fKPZ)2 ' 1.81 (66)

4 Mode Coupling Theory

In this section, we study (58) with n components instead of the 2 components
obtained from the BS model. This is because the following theory can be made
sufficiently general without much work. This section shows the derivation of a
useful form of the time evolution of the modes.
We wish to move back and forth from the continuum limit and the discretized
space, hence we indicate the setting by indices and variables. The continuous
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field φ(x, t) discretizes to φj(t), where j = 0, ..., N − 1. Each φj(t) has compo-
nents φj,α(t) where α = 1, ..., n (in the BS model, we would have α = 1, 2) as
stated in the above paragraph. Let the spatial finite difference operator be de-
noted by ∇#. That is ∇#fj = fj − fj−1 and with transpose ∇T#fj = fj − fj+1.
Then the discretized version of (58) reads:

∂tφj,α +∇#

[
cαφα +Nj,α −∇T#Dφj,α +

√
2Dξj,α

]
= 0 (67)

With periodic boundary conditions φj = φj+N , ξj = ξj+N where ξj,α are inde-
pendent Gaussian white noise with covariance

〈ξj,α(t)ξj′,α′(t
′)〉 = δjj′δαα′δ(t− t′) (68)

The diffusion matrix D acts on the components (φj,1, ..., φj,n) and the finite
difference operator ∇# acts on the indices j. Finally Nj,α is a quadratic term
in φ. We will begin with the linear approximation Nj,α = 0 and then include
the non-linear term later. In this approximation, since the drift is linear in φ,
φj,α(t) is a Gaussian process. Since the noise term is an independent Gaussian
white noise, the Gaussian:

N∏
j=1

n∏
α=1

(
exp[− 1

2φ
2
j,α]

√
2π

dφj,α

)
= ρG

N∏
j=1

n∏
α=1

dφj,α (69)

is an invariant measure. The extremal invariant measures are obtained by con-
ditioning (69) on the hyperplanes

N∑
j=1

φj,α = Nρα (70)

which become independent Gaussians with mean ρα for large values of N . Let
us fix ρα = 0. Then the generator for (67) (remembering that for the time being
we are setting Nj,α = 0) is:

L0 =

N∑
j=0

(
−

n∑
α=0

∇#(cαφj,α +∇T#Dφj,α)∂φj,α +

n∑
α,β=1

Dα,β(∇#∂φj,α)(∇#∂φj,β )

)
(71)

The linear functions evolve according to:

eL0tφj,α =

N∑
j′=1

n∑
α′=1

(etB)jα,j′α′φj′,α′ (72)

where B = −∇#⊗ diag(c1, ..., cn)−∇#∇T#D with the reminder that RAR−1 =
diag(c1, .., cn).

Next we consider Nj,α 6= 0. This will modify the invariant measure in a sporadic
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way that is difficult to study in general. Hence we choose to study the case of
Nj,α where ρG is left invariant under the deterministic flow generated by the
evolution equation d

dtφ = −∇#N , that is, under the generator:

L1 = −
N∑
j=1

n∑
α=1

∇#Nj,α∂φj,α (73)

and so the invariance of ρG under L1 is the same as the condition:

N∑
j=1

n∑
α=1

φj,α∇#Nj,α (74)

Now that we have identified the generator and invariant measure, we can analyse
the stationary φj,α(t) process governed by (67). Denote averages with respect
to ρG by 〈·〉eq. Then for t ≥ 0, the stationary covariance is:

S#φ
α,β(j, t) = 〈φj,α(t)φ0,β(0)〉 = 〈φ0,βe

Ltφj,α〉eq (75)

Where L = L0 + L1 is the generator associated with (67). We will suppress
the superscript #φ on the correlator for easier reading because that is the only
correlator we will refer to in this section. By construction

Sα,β(j, 0) = δα,βδj,0 (76)

The time derivative is then

d

dt
Sα,β(j, t) = 〈φ0,β(eLtL0φj,α)〉eq + 〈φ0,β(eLtL1φj,α)〉eq (77)

Plugging

eLt = eL0t +

∫ t

0

eL0(t−s)L1e
Lsds (78)

into (77), the term with eL0t vanishes since it’s cubic in the time zero fields
(φj(0)) and so the average 〈·〉eq vanishes, Hence the time evolution becomes:

d

dt
Sα,β(j, t) =

∑
j∈Z

n∑
α′=1

(
Bαj,α′j′Sα′β(j′, t) +

∫ t

0

ds〈φ0,βe
L0(t−s)L1)eLsL1φj,α)〉eq

)
(79)

The adjoint of eL0(t−s) is obtained from (72) and the adjoint of L1 is obtained
from

〈φj,αL1F (φ)〉eq = −〈(L1φj,α)F (φ)〉eq (80)

We also have that

L1φj,α = −∇#Nj,α (81)
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Inserting (72, 80− 81) into (79), we obtain the identity:

d

dt
Sα,β(j, t) =

∑
j∈Z

n∑
α′=1

(
Bαj,α′j′Sα′β(j′, t)

−
∫ t

0

ds(eB
T (t−s))0β,j′α′〈∇#Nj′,α′(eLs∇#Nj,α)〉eq

)
(82)

We note that the average 〈∇#Nj,α(s)∇#Nj′,α′(0)〉 in (82) is a 4-point correla-
tion (that is, it is a functional average of a product of 4 field operators). Hence
we can employ Gaussian factorization:

〈φ(s)φ(s)φ(0)φ(0)〉 ∼= 〈φ(s)φ(s)〉〈φ(0)φ(0)〉+ 2〈φ(s)φ(0)〉〈φ(s)φ(0)〉 (83)

The first term on the right above vanishes once we plug in the difference operator
∇#. The bare propagator eB(t−s) is replaced by the interacting propagator
S(t−s), combined with taking the continuum limit of S(j, t) into S(x, t), x ∈ R
we obtain the mode-coupling equation:

d

dt
Sα,β(j, t) =

n∑
α′=1

(−cαδαα′∂x +Dαα′∂
2
x)Sα′β(x, t)

+

∫ t

0

ds

∫
R
dy∂2

yMαα′(y, s)Sα′,β(x− y, t− s) (84)

with memory kernel:

Mαα′(x, t) = 2

n∑
β′,β′′,γ′,γ′′=1

Gαβ′γ′G
α′

β′′γ′′Sβ′,β′′(x, t)Sγγ′′(x, t) (85)

Going back to the BS model again and considering the diagonalization pro-
cedure (52) done in section 3 with:

S(x, t) '
(
f1(x, t) 0

0 f2(x, t)

)
(86)

if β′ 6= β′′ then Sβ′,β′′ ' 0. Similarly, if γ′ 6= γ′′ then Sγ′,γ′′ ' 0. Finally, since
the modes are going in opposite directions, f1(x, t)f2(x, t) ' 0 for large t. This
amounts to Sγ,γ(x, t)Sβ,β(x, t) ' 0 for large t. Hence, when the appropriate
diagonalization procedure is carried out, the memory kernel simplifies to

Mαα′(x, t) =

{
2
∑n
γ=1(Gαγγ)2Sγ,γ(x, t)2 if α = α′

0 if α 6= α′
(87)

4.1 Heat Mode Scaling for the Levy Case

In this section, we give an example of how (84) can be used to study the mode
coupling behaviour of the two component stochastic Burgers equation. We use
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the example of the case that corresponds to Table 3 row 1 since it is a relatively
easy example due to the symmetry involved. The calculations for other cases
can be found in ([1], [2], [3]). The equation is of the form

∂tuσ + ∂x(σcuσ + λ(u−σ)2 −D∂x∂σ +
√

2Dξσ = 0, σ = ±1 (88)

With the simplification that the strength of the non-linearity λ is the same for
both modes. Here the index of the modes is ±1 instead of 1, 2 like in previous
sections, and the frame of reference is such that the velocity of the modes are
opposite. Using the mode coupling equations (84− 87), we obtain

∂tfσ(x, t) = (−σc∂x +D∂2
x)fσ(x, t) + 2λ2

∫ t

0

∫
R
fσ(x− y, t− s)∂2

y(f−σ(y, s)2)dyds

(89)

with initial condition fσ(x, 0) = σ(x) and the normalization∫
R
fσ(x, t) = 1 (90)

is preserved. By the symmetry of (89), we have

fσ(x, t) = f−σ(−x, t) (91)

The goal is to find a self similar solution of (89). It will be shown that the
space-time scaling is x/t1/γ where γ is the golden mean:

γ =
1 +
√

5

2
' 1.618 (92)

The analysis is easier in Fourier space. We use the convention

ĝ(k) =

∫
R
g(x)e−2iπkxdx (93)

Taking the Fourier transform of (89) yields

∂tf̂σ(k, t) =− (2iπσck + (2πk)2D)f̂σ(k, t)

− 2(2πk)2λ2

∫ t

0

f̂σ(k, t− s)
( ∫

R
f̂−σ(k − q, s)f̂−σ(q, s)dq

)
ds (94)

We assume that relative to σct, fσ is a self-similar solution. That is:

f(x, t) = t−aF (t−a(x∓ ct)) (95)

Then in Fourier space, the scaling becomes:

f̂(k, t) = exp(∓2iπkct)F̂ (kta) (96)
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The following scaling ansatz is made:

f̂1(k, t) = exp(−2iπkct)h(kγt), f̂−1(k, t) = exp(2iπkct)h(ktβ) (97)

which is expected to be valid asymptotically (this statement is made precise in
(104)). In (94), we consider g as the input and h as the output. This amounts to
considering the forcing exerted by f−1 on f1. Since fσ is real valued, h(−w) =
h(w) and g(−w) = h(w), so it suffices to only consider k > 0. Inputting (97)
into (94), for f1, we obtain:

kγh′(kγt) =− (2πk)2Dh(kγt)

− 2(2πk)2λ2

∫ t

0

h(kγ(t− s))
∫
R
g((k − q)sβ)g(qsβ)e4iπcksdqds

(98)

Letting w = kγt, u = qsβ (98) becomes

h′(w) =− 4π2Dk2−γh(w)

− 8π2λ2k2−γ
∫ k−γw

0

s−βh(w − kγs)e4iπcks

∫
R
g(ksβ − u)g(u)duds

(99)

Rescaling the time integration variable as s = k−aθ yields

h′(w) = −4π2Dk2−γh(w)

− 8π2λ2k2−γ+a(β−1)

∫ ka−γw

0

θ−βh(w − kγ−aθ)e4iπck1−aθ

∫
R
g(k1−aβθβ)g(u)dudθ

(100)

As k → 0, a = 1 is the only choice for a leading to a non trivial integral over θ. If
a < 1, the exponential factor converges to 1 and so the integrand is proportional
to θ−β which is not integrable over R+. If a > 1, the integral converges to 0
since the exponential factor oscillates wildly. Setting

γ = 1 + β, 0 < β < 1 (101)

and a = 1, we obtain:

h′(w) = −4π2Dk2−γh(w)

− 8π2λ2

∫ k1−γw

0

θ−βh(w − kβθ)e4iπcθ

∫
R
g(k1−βθβ)g(u)dudθ (102)

in the limit k → 0:

h′(w) = −h(w)(4πλ)2

(∫ ∞
0

|g(u)|2du
)(∫ ∞

0

e4iπcθθ−βdθ

)
(103)
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Once the values of the integrals on the right hand side are known, the above
determines h. We can now state precisely the limiting procedure:

lim
k→0

e2iπck1−γwf̂1(k, k−γw) = h(w), (104)

where h is a solution of (103). The time integral in (103) is computed in ana-
lytically in [4]:∫ ∞

0

e4iπcθθ−βdθ = (4πc)−1+β

∫ ∞
0

eiss−βds = a

(
1 +

i

tan(πβ/2)

)
(105)

where

a = (4πc)−1+β π

2Γ(β) cos(πβ/2)
(106)

If we repeat the above derivation but consider h as the input and g as the
output, by symmetry, we obtain:

h(kγt) = g((k1/βt)β) (107)

which forces h(w) = g(wβ) and

γ = 1/β (108)

Now (101) and (108) imply that γ is the golden mean (92). The normalization
(90) implies h(0) = 1. Using tan(πβ/2) = −1/ tan(πγ/2), we obtain:

h(w) = exp(−(rπλ)2a(1− i tan(πγ/2))Aw) (109)

where

A =

∫ ∞
0

|g(u)|2du =

∫ ∞
0

|h(wγ)|2dw (110)

but since we know h from (109), we can insert it into A above to get:

A = (a(rπλ)2)−1/γ2

Ã1/γ , Ã =

∫ ∞
0

e−w
γ

dw =
2−1/γ

γ
Γ(1/γ) (111)

So finally, we obtain the solution from (97):

f̂σ(k, t) = exp(−2iπσkct− C|2πk|γ(1− iσ sgn(k) tan(πγ.2))t) (112)

with

C =
1

2
λ2/γ

(
1

γ sin(πγ/2)

)1/γ

c1−2/γ (113)

Now (112) is the Fourier transform of an α-stable law with α = γ and symmetry
parameter σ. The properties of this law are given in the next section.
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4.2 The Levy Distribution

The levy distribution is defined through it’s Fourier transform as:

fLevy,α,b =
1

2π

∫
R
ϕα,b(k)eikxdk, ϕα,b(k) = exp

(
− |k|α[1− ib tan(πα/2)sgn(k)]

)
(114)

Where the two parameters are 0 < α < 2 and |b| ≤ 1. α controls the steepness
and b controls the asymmetry. For the case above, we have maximal asymmetry
b = ±1, and α = γ, we have that the decay is like exp(−c0xα/(1−α)) where c0 is
a known constant. More details about this and other relevant distributions are
found in [4].

5 Numerical Analysis

To asses the validity of the mode scaling (64 − 65), the dynamics of the BS
(13) model is numerically simulated including the random nearest neighbour
exchanges. The numerical simulation is done for two sample potentials: the
first being the FPU − α potential

V (η) =
1

2
η2 +

a

3
η3 +

1

4
η4 (115)

with a = 2 and the Kac-Van-Moerbeke (KvM) potential

V (η) =
e−κη + κη − 1

κ2
(116)

with κ = 1. In order to ensure the convergence of the normalization constant
(18) in the canonical measures, τ > −1/κ is necessary.

The initial conditions are sampled according to the canonical measure (41).
The initial values (ηi,0)i=0,...,N−1 can be sampled independently according to
(41) since the measure is of product form.

The dynamics of (13) are integrated using an algorithm available in section
6.3.1 of [3] adapted to the periodic conditions. The algorithm integrates the even
and odd sites ηi separately according to the deterministic part of the dynamics
using time step ∆t > 0. As for the random part of the dynamics, each pair in
{(η0, η1), ..., (ηN−1, η0)} is assigned an independent exponential clock (sampled
with mean 1/γ which is decreased by ∆t at each time step. When a clock
becomes negative, the corresponding neighbouring displacements are exchanged
and a new clock is sampled.

Since the goal is to verify the structure of the correlator, we must compute it
empirically. K samples of initial conditions are produced with initial conditions
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ηki,0. Then the empirical volume and energy at each site i can be computed as
follows:

hi,n =
1

K

K∑
k=1

ηki,n, ei,n =
1

K

K∑
k=1

V (ηki,n) (117)

Hence the empirical correlation matrix can be computed by the following:

[CN,K ] =
1

KN

K∑
k=1

N−1∑
i=1

ukα,i+j,nu
k
α′,j,0 (118)

where

u1,i,m = ηki,m − hi,m, u2,i,m = V (ηki,m)− ei,m (119)

With values of K = 105, and lengths N between 2000 and 8000, and timestep
∆t = 0.005, it was verified that

C#
N,K(i, n) = RCN,K(i, n)Rt '

(
fnum1 (i, n) 0

0 fnum2 (i, n)

)
(120)

The last order of business is to compare fnumα with the ansatz fα in (64 −
65). This is done by minimizing the the L1 distance between the functions
by optimizing the scaling parameters. Specifically, the following is numerically
minimized:

inf
xn∈R
Λn>0

{N−1∑
i=0

|fnumα (i, n)− (Λn)−1fmcα ((Λn)−1(i− xn))|
}

(121)

where fmcα is the predicted theoretical scaling function, that is KPZ for α = 1
and maximally asymmetric 5

3−Levy for α = 2. To increase the rate of conver-
gence and stability of the optimization, prior knowledge is used to write:

xn = ctheorn∆t+ x̃n, Λn = Λ̃n(n∆t)δtheor (122)

Where max speed ctheor corresponds to the eigenvalue of A for the mode in
question. That is ctheor = 2(∂v − τ∂e)τ for the sound mode and ctheor = 0 for
the heat mode. δtheor is the predicted scaling exponent, that is δtheor = 2/3 for
the sound mode and δtheor = 5/3 for the heat mode. The optimization above
is now done over x̃n and Λ̃n. These values could be drifting in time when the
expected scaling (122) is not exact, which is inevitable due to discrete time step.
Hence in the numerical simulation, it could be that the modes are not travelling
with exact speeds of ctheor. Therefore x̃n and Λ̃n are fit using

x̃n = ccrtn∆t+ x0, Λ̃n = Λ̃0(n∆t)δcrt (123)
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Where the numerical velocity observed is cnum = ctheor + ccrt and the scaling
exponent observed is δnum = δtheor + δcrt. The fits on x̃n and Λ̃n above are
obtained by least square minimization on x̃n and log Λ̃n respectively. In all
cases, x0 is found to be very small and is set to 0. Finally the scaling factor is
obtained by:

λnum = Λ̃
1/δnum
0 (124)

We can also have a notion of an instantaneous estimate of a scaling factor by

λn =
(
Λ̃n(n∆t)−δcrt

)1/δnum
(125)

In the following figures, a rescaled peak plot is a plot for which the renormal-
ized numerical correlation functions (λnumn∆t)δnumfnumα (i, n) as a function of
the renormalized spatial variable (i − cnumn∆t)/(λnumn∆t)δnum . The results
displayed in this section were obtained with the following parameters: a tem-
perature β−1 = 1

2 , tension τ = 1, and noise intensity γ = 1.

5.1 Numerical Results for FPU Potential

The numerical parameters obtained by the minimization procedure are as fol-
lows:
Sound Peak: δnum turns out to be extremely close to 2/3 as predicted. The
velocity obtained is cnum = −5.24 as compared to the predicted value ctheor =
−5.28. The scaling value obtained is λ1 ' 6.36 which is close to the predicted
value λ1 = 2

√
2|G1

11| = 6.32 as in (64).
Heat Peak: The reference distribution is a maximally asymmetric Levy disti-
bution with α = 5/3. The velocity being cnum is very close to 0 as expected.
The exponent δnum = 0.605 is close to the predicted value of 3/5. The nu-
merical scaling factor obtained was λ2 ' 3.70 compared to the predicted value

λ2 = ahc
−1/3(G2

11)2λ
−2/3
1 = 3.46 as in (65).
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Figure 1: This image shows a comparison of the rescaled sound and heat peaks
for the FPU potential. The first row corresponds to the sound peak, and the
second row corresponds to the heat peak. The second column plots the peaks
in the first column in a logarithmic scale.

Also related to this section are figures showing the evolution of the non-
universal scaling factors as a function of the time index. The L1 error decreases
quickly in the beggining, but after reaching a minimum, slowly increases due to
the increase in the statiscal noise. The initial decrease is faster for the sound
peak because it attains its asymptotic shape quicker.
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Figure 2: FPU potential sound peak. The left plot shows the evolution of the
optimal value of the scaling parameter as given by (125). On the right is the
L1 error for the optimal value of the parameters given by (121).

Figure 3: FPU potential heat peak. The left plot shows the evolution of the
optimal value of the scaling parameter as given by (125). On the right is the
L1 error for the optimal value of the parameters given by (121).

5.2 Numerical Results for KvM Potential

The numerical parameters obtained by the minimization procedure are as fol-
lows:
Sound Peak: δnum turns out to be extremely close to 2/3 as predicted. The ve-
locity obtained is cnum = −3.996 as compared to the predicted value ctheor = −4.
The scaling value obtained is λ1 ' 2.81 which is close to the predicted value
λ1 = 2

√
2|G1

11| = 2.83 as in (64).
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Heat Peak: The reference distribution is a maximally asymmetric Levy dis-
tibution with α = 1.57 instead of 5/3 since this value decreases the error
(121). The velocity being cnum is very close to 0 as expected. The exponent
δnum = 0.63 which is somewhat near the predicted value of 3/5. The numerical
scaling factor obtained was λ2 ' 2.51 which is far from the predicted value

λ2 = ahc
−1/3(G2

11)2λ
−2/3
1 = 4.21 as predicted by (65).

Figure 4: The above image shows the time evolution of the sound peak (fmc1 )
travelling to the left and the heat peak (fmc2 ) centered at x = 0

for the KvM potential. It is interesting to note that the rapid decay of the
heat peak is in a direction away from the sound peak, so that its asymmetric.

Also related to this section are figures showing the evolution of the non-
universal scaling factors as a function of the time index. We see similar results
to the previous section. Again convergence for the sound peak is quicker.
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Figure 5: This image shows a comparison of the rescaled sound and heat peaks
for the KvM potential. The first row corresponds to the sound peak, and the
second row corresponds to the heat peak. The second column plots the peaks
in the first column in a logarithmic scale.
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Figure 6: KvM potential sound peak. The left plot shows the evolution of the
optimal value of the scaling parameter as given by (125). On the right is the
L1 error for the optimal value of the parameters given by (121).

Figure 7: KvM potential heat peak. The left plot shows the evolution of the
optimal value of the scaling parameter as given by (125). On the right is the
L1 error for the optimal value of the parameters given by (121).
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6 Conclusion

We have walked through the process of understanding the behaviour of the
equilibrium time correlations of the conserved fields using strategies of non-
linear fluctuating hydrodynamics. Other models have been found which exhibit
different universality classes, for instance in [10] both correlation functions are
KPZ. In [11], both peaks are generally KPZ, but other universality classes can
be realized. In [12], many more universality classes are realized including the
gold-Levy class highlighted in section 4. As more models are being discovered
for each universality class, non-linear fluctuating hydrodynamics proves itself
to be an incredible tool for studying the behaviour of these anharmonic chain
models.
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